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Departments of Medicinal Chemistry and of Pharmaceutics and Pharmaceutical Chemistry,
UniVersity of Utah, 2000 East 30 South Skaggs Hall 201, Salt Lake City, Utah 84112,
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Abstract: An extended set of nanosecond-scale molecular dynamics simulations of DNA duplex sequences
in explicit solvent interacting with the minor groove binding drug 4′,6-diamidino-2-phenylindole (DAPI) are
investigated for four different and sequence specific binding modes. Force fields for DAPI have been
parametrized to properly reflect its internal nonplanarity. Sequences investigated include the binding modes
observed experimentally, that is, AATT in d(CGCGAATTCGCG)2 and ATTG in d(GGCCAATTGG)2 and
alternative shifted binding modes ATTC and AATT , respectively. In each case, stable MD simulations are
obtained, well reproducing specific hydration patterns seen in the experiments. In contrast to the 2.4 Å
d(CGCGAATTCGCG)2 crystal structure, the DAPI is nonplanar, consistent with its gas-phase geometry
and the higher resolution crystal structure. The simulations also suggest that the DAPI molecule is able to
adopt different conformational substates accompanied by specific hydration patterns that include long-
residing waters. The MM_PBSA technology for estimating relative free energies was utilized. The most
consistent free energy results were obtained with an approach that uses a single trajectory of the DNA-
DAPI complex to estimate all free energy terms. It is demonstrated that explicit inclusion of a subset of
bound water molecules shifts the calculated relative binding free energies in favor of both crystallographically
observed binding modes, underlining the importance of structured hydration.

Introduction

Molecular complexes of nucleic acids interacting with small
drugs in the minor groove represent an important class of
biochemical, pharmacological, and biological systems.1-5 In this
study, we present an extended set of nanosecond-scale explicit
solvent molecular dynamics (MD) simulations of multiple DNA
duplex sequences interacting with the minor groove binding drug
4′,6-diamidino-2-phenylindole (DAPI) in solution. We inves-
tigate four different, and sequence specific, minor groove
binding modes in a series of MD simulations complemented
by thermodynamic analysis of the binding patterns. DAPI

(Figure 1) is a common fluorescent marker for DNA6 that has
numerous applications,7 including use as an antiparasitic,8

antibiotic, antiviral, and anti-cancer drug. Its presumed mode
of action is by interfering with the activity of some DNA
processing enzymes involved in regulatory and structural
functions, such as the blocking of RNA polymerase II by
inhibition of TATA box binding protein binding to DNA.9,10

There are two atomic resolution crystal structures of DAPI
bound to DNA available,11,12 supplemented by numerous
NMR,13-17 spectroscopic,18-25 and DNA footprinting studies.26-28
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The standard binding mode in AT-rich sequences is in the minor
groove. As seen in the 2.4 Å resolution crystal structure obtained
over a decade ago, DAPI binds directly to the bases in the
AATT region of the minor groove of the dodecamer sequence
d(CGCGAATT CGCG)2.11 This interaction is stabilized by the
snug fit of the aromatic rings of DAPI between the walls of the
narrow minor groove, the favorable negative electrostatic
potential, and the absence of minor groove amino groups in
the AT sequences.29,30Earlier footprinting studies suggested that,
in contrast to Hoechst 33258, DAPI is less accommodating of
guanosine residues at the end of its minor groove binding site26

and instead tends to intercalate or interact with the major groove
in GC sequences.14,15,19,24,31-33 Despite this, a recent 1.9 Å
crystal structure shows DAPI shifted to bind into theATTG
region of d(GGCCAATTG G).12 This structure has one of the
terminal DAPI amidinium groups tightly bound to guanine in
the minor groove. It leads to a close contact with the guanine
amino group that is likely facilitated by a substantial sp3

pyramidalization of the guanine amino group and specific
hydration.12

A contemporary explicit solvent MD simulation can reliably
reproduce varied DNA structure, dynamics, and interactions (for
review, see refs 34-36). Despite this, few studies have been

published that apply modern MD simulation methods to
investigate DNA minor groove binding ligands. These MD
simulations have shown a rather accurate representation of drug
interaction with the minor groove of DNA, including the
observation of netropsin spontaneously shifting from one binding
mode to the expected binding mode37 and freezing of the
distribution of DNA backbone conformations (BI/BII substate
populations).38,39There has also been an MD evaluation of the
free energies of netropsin binding to DNA using the free energy
perturbation (FEP) approach.40 Despite using cutoffs and rather
short simulations, the calculated results agreed surprisingly well
with experimental estimates. Nevertheless, the prevailing opinion
is that such large perturbations perhaps push beyond the accepted
range of applicability of FEP and therefore the agreement might
be considered as rather fortuitous.

This work presents simulations supplemented with evaluation
of the thermodynamics of binding using the technique known
as MM_PBSA41,42 to investigate DAPI binding in the minor
groove of DNA. This analysis is equivalent to the ES/IS method
of Vorobjev and Hermans,43,44 similar in spirit to the linear
interaction energy approaches,45,46and a direct extension of well-
known methods for estimating free energies47-49 that involve
averaging over configurations sampled in an MD simulation.
The MM_PBSA method has proven useful in the study of a
variety of nucleic acid systems.41,42,50-54 The current work
demonstrates that state-of-the-art molecular dynamics simula-
tions are able to complement experimental studies of DNA-
drug binding in many aspects, including accurate representation
of the structure and hydration. Nonetheless, there are also
limitations of the MD technique that in our extended study are
considerably more apparent as compared to the preceding
reports. Limitations relate to incomplete sampling and inac-
curacies of the potential and free energy estimations. We
demonstrate that the applied MM_PBSA technologysa simple
but fairly approximate method based on a continuum represen-
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Figure 1. Molecular structure, atom numbering (subscript), and atom types
for 4′,6-diamidino-2-phenylindole (DAPI).
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its current parametrization is not able to correctly estimate
absolutefree energies of association. Despite this, therelatiVe
free energies appear reliable,42 consistent with a recent study
investigating the 1:1 and 2:1 complex of Hoechst 33258 to DNA
that demonstrates that the configurational entropy considerably
favors the cooperativity of drug binding.53 Here we show that
a marked improvement of the results can be obtained by limited
inclusion of explicit solvent in the free energy analysis.

Methods

Parametrization of a DAPI Force Field. The standard method of
extending the Cornell et al.55 force field involves picking atom types
for the new molecule by analogy to the Cornell et al. atom types. With
this simple approach, the isolated DAPI molecule is completely planar
(designated in the following as the “pl” force field), in sharp
disagreement with quantum-chemical calculations and the 1.9 Å
resolution crystal structure.12 Thus, we prepared a more sophisticated
force field parametrized extensively using the quantum-chemical results.
Atom types and van der Waals parameters were chosen by analogy to
the original Cornell et al. parametrization (Figure 1). Atomic charges
(Supporting Information) were derived for the optimized quantum-
chemical geometry with the RESP56,57methodology at the HF/6-31G*
level with two-stage RESP fitting for the terminal-C(NH2)2 groups.

The bonded parameters were parametrized by a fit to the ab initio
data.58 The HF/6-31G* optimizations reveal the intersegment dihedral
angles of 40.3°, 35.7°, and 42.0° for N2-C10-C6-C5, C3-C2-
C12-C13, and C14-C15-C11-N5, respectively (Figure 1). The final force
field very closely reproduces the HF/6-31G* structure of isolated DAPI,
including the energetics and profiles of the intersegment torsional
barriers. This standard force field (marked as “s”) and its parametrization
are described more fully in the Supporting Information.

All simulations described here (Table 1) and in the Supporting
Information were carried out using the AMBER 5 and 6 program
packages59 with the Cornell et al. (PARM94) force field.55 We have

also tested the more recent PARM98/99 force field.60 However, for
reasons outlined in the Supporting Information, herein we discuss only
the results using the original PARM94 parametrization with the “s”
DAPI force field.

All solutes were surrounded by a periodic rectangular box of water
molecules described by TIP3P potential61 extended to a distance of 10
Å from any solute atom. The system was neutralized by sodium
cations62 initially placed at the most electronegative sites around the
molecule using the LEAP module of AMBER 5. All energy minimiza-
tions and molecular dynamics simulations were performed using the
sander module with the particle mesh Ewald method63 for the correct
treatment of electrostatic interactions.64 We applied an equilibration
protocol that has been described in detail in our preceding studies.65-68

A summary of the relevant runtime parameters includes the use of∼1.0
Å grid spacing and fourth-order B-spline interpolation for the reciprocal
part of the Ewald sum, an Ewald coefficient of∼0.32, a cutoff of 9 Å
for the Ewald direct space and van der Waals interaction with a 10-
step pairlist update (except for the pl and r simulations and also
M_AATT2 which used a heuristic pairlist update and a 1 Åbuffer on
the pairlist), a 2 fstime step, and application of the SHAKE procedure69

to constrain all bonds involving hydrogen to their correct values.
Additional control simulations of the M_AATT, M_ATTG, M_AATT2,
and M_ATTG2 were run for 10 ns in a NVE ensemble (starting at 300
K) with a heuristic pairlist update (and a 2 Å buffer); very similar
structural and free energetic results were obtained. During the equilibra-
tion period, the solvent environment relaxed to reasonable density (∼1.0
g/mL). Additionally, the ion atmosphere relaxed from its initial
placement. On the basis of our experience and the experience of others70

in simulations of DNA duplexes, the structure and dynamics are not
significantly biased by the initial ion placement assuming reasonable
equilibration. The equilibration was followed by several nanoseconds
of production simulation at 300 K with constant temperature and
pressure coupling (1.0 ps-1 coupling time).71 Coordinates were written
to trajectory files after each picosecond, and the center of mass
translational motion was periodically removed.72,73 Although a rectan-
gular box was used and center of mass rotational motion of the DNA
was not inhibited, rotation of the DNA in the periodic unit cell did not
have any significant effect on the structure or dynamics. Trajectories
were analyzed using the carnal and ptraj modules of AMBER 5.59

Hydration and distribution of cations were analyzed by a rigorous
evaluation of the average atomic densities.74 In addition, a systematic
monitoring of the solute-solvent distances was carried out, calculating
minimal distances between selected atoms and all solvent molecules.

Thermodynamic Calculations.Free energy analysis was performed
using the MM_PBSA scripts supplied with AMBER 6.0.41,42 The free
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Table 1. List of Simulations Carried Out on DNA-DAPI
Complexesa

simulation DNA sequence
length of

simulation (ns)

M_ATTG (CCAATTG G)2GG 7.5
M_ATTG2 (CCAATTG G)2GG 5.0
D_AATT (CGCGAATT CGCG)2 5.8
M_AATT (CCAATT GG)2GG 5.0
M_AATT-C (CCAATT CG)GG 5.0
M_ATTC (CCAATTC G)GG 5.0
D_ATTC (CGCGAATTC GCG)2 5.0
M_ATTG(r) (CCAATTG G)2GG 3.4
M_AATT2 (CCAAATT GG)2GG 2.5
M_AATT(r) (CCAAATT GG)2GG 5.0
M_ATTG(pl) (CCAATTG G)2GG 4.0

a M_ denotes the Van Meervelt sequence, and D_ denotes Dickerson’s
sequence. M_ATTG/M_ATTG2 and M_AATT/M_AATT2 are each sepa-
rate, but equivalent, control simulations. For the Van Meervelt sequence,
the italic GG represents the overhanging bases (see below). In column 1,
(r) denotes the DAPI force field with a reduced nonplanarity, and (pl)
denotes the planar DAPI force field (described in more detail in the
Supporting Information). Other simulations utilized the “s” force field. The
DAPI binding site is bold and underlined.
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energy estimation involves separately evaluating the free energy for
the solute and solvent for a series of snapshots and then averaging the
results. The solute enthalpic component is estimated from the in vacuo
molecular mechanical energy for each configuration of the solute
sampled from the MD trajectory (with the solvent atoms removed),
evaluating all pairwise interactions and using a dielectric constant of
1. The use of a dielectric constant of 1 in the energy and continuum
calculations, rather than a higher value in the 2-4 range, is consistent
with our use of a nonpolarizable force field, and also because the solute
response to charge fluctuations is estimated through explicit averaging
of conformations. Although this may not be sufficient to fully capture
the electronic response of the macromolecule, when higher dielectric
constants are applied (2 or 4), the absolute free energies of binding are
even further off from the experimental values (data not shown). Solute
entropic contributions were estimated as discussed in the next section.

The solvation free energies were estimated for each configuration
of the solute sampled at 25 ps intervals from 5 ns portions of the MD
trajectories. The electrostatic component of the solvation was estimated
with a Poisson-Boltzmann electrostatic continuum method using the
program Delphi II.75 The dielectric boundary is the molecular surface
defined by a 1.4 Å probe sphere and by spheres centered on each atom
with radii taken from the PARSE parameter set76 (H ) 1.0, C) 1.7,
N ) 1.5, O) 1.4 Å, with a value of 2.0 Å for the phosphorus). We
used an interior dielectric of unity (matching the dielectric chosen when
evaluating the solute electrostatic interactions), and the outside dielectric
was set to 80. For the Poisson-Boltzmann calculation, a cubic lattice
with linear dimensions∼50% larger than the longest dimension was
applied with a 0.25 Å grid spacing; potentials at the boundaries of the
finite-difference lattice were set to a sum of Debye-Huckel potentials.77

Salt effects were not included implicitly in the continuum model. The
hydrophobic component of the solvation free energy (∆Gnonpolar) was
estimated from a surface area dependent term using the solvent
accessible surface area (SASA) algorithm and program of Sanner78 with
a parametrization of∆Gnonpolar ) γ(SASA) + â, whereγ ) 0.00542
kcal/Å2 and â ) 0.92 kcal/mol. Note that the available simplistic
parametrization of the continuum radii is not necessarily fully consistent
with the Cornell et al. force field. However, no better set of radii is
currently available, and we believe the present parameters are meaning-
ful to correctly calculate the relative binding energies.

The binding energies were estimated using two approaches: single
trajectory versus separate trajectories.Single trajectoryresults mean
that the thermodynamics data are extracted from a single trajectory of
the complex. The assumption here is that the bound DNA and bound
DAPI conformations are similar to their free conformations. Estimation
of binding free energies in this manner has proven successful
previously.41,42,50-54 Part of the reason for this is a cancellation of errors
that hides the effect of incomplete sampling. A logically better approach,
limited in practice due to larger fluctuations and errors, is the use of
separate trajectorieswhere the binding free energy is estimated from
three separate MD trajectories of DNA-DAPI complex, free DNA,
and free DAPI; because of sampling limitations, this approach appeared
to be significantly less stable in the current study. For all of the free
energetic analyses, 200 configurations at equally spaced (25 ps) intervals
from 5 ns portions of each trajectory were analyzed. Very similar results
are obtained if more frames are included in the analysis (data not shown)
or if different parts of the trajectory are separately analyzed (block
averages; data not shown).

In addition to the standard MM_PBSA approach, we also performed
the energetic analysis including some explicit solvent. We included a
subset of solvent representing those waters bound to DAPI or in the

minor groove of DNA, that is, the 20 closest waters to the DAPI or
donors/acceptors in the minor groove of DNA (when DAPI was not
bound). The specific 20 water molecules included for each separate
snapshot were chosen in an entirely automated way on the basis of
geometric criteria (i.e., proximity to all of the atoms in DAPI or to
donor/acceptors (O2, N2, N3, O4′) in the minor groove, neglecting the
GGoverhanging bases). This simple extension of the method improved
the stability of the calculated numbers.

Estimations of the Solute Entropic Components at 300 K.Solute
entropic contributions were estimated using a subset of the sampled
structures (at 125-500 ps intervals) based on a harmonic approximation
to the normal modes and standard (quantum) formulas at 300 K.79

Minimization was done through a series of relaxations that first applied
the generalized Born method in AMBER 6.0 (1000 steps total, 75
steepest descent, no cutoff) followed by in vacuo minimizations with
a dielectric constant ofε ) 4r (r is the interatomic distance in Å) and
up to 10 000 steps, the first 100 of which are steepest descent followed
by conjugate gradient, unless the RMS gradient drops below 10-4. After
this, Newton-Raphson minimizations (max of 5000 steps) were carried
out on a series of structures until the root-mean-square of the elements
of the gradient vector was less than 10-4 kcal/mol Å. For estimation
of the entropy, the simulations of free DNA and free DAPI in solution
were used along with simulations of the M_ATTG and M_AATT
complexes with both the “s” and “r” DAPI force fields. The number
of frames were as follows: M_ATTG, 25 frames at 250 ps intervals
from 0.25 to 6.5 ns; M_AATT, 20 frames at 250 ps intervals from
0.25 to 5.0 ns; M_ATTG(r), 21 frames at 125 ps intervals from 0.5 to
3.0 ns; M_AATT(r), 17 frames at 250 ps intervals from 0 to 3.4 ns;
M_94, 9 frames at 500 ps intervals from 1 to 4.5 ns; D_AATT and
D_ATTC, 12 frames at 250 ps intervals from 2 to 4.75 ns; free DAPI,
12+ frames at 250 ps intervals. For the M_ATTG and M_AATT
trajectories, estimates of the solute entropy at 300 K lead to a
contribution of+21.6 and+23.1 kcal/mol for theATTG andAATT
binding modes, respectively, favoringATTG by 1.5 kcal/mol. These
estimates were obtained calculating the entropic contribution from the
complex and subtracting out the entropy from the free DNA and free
DAPI simulations. For the M_ATTG, the components at 300 K were
15.0, 15.5, and 466.8 kcal/mol, respectively, for the rotational,
translational, and vibrational components of the entropy. This compares
to 15.0, 15.5, and 465.4 kcal/mol for the M_AATT, 15.0, 15.5, and
447.0 kcal/mol for the free DNA, and 10.4, 12.8, and 18.3 kcal/mol
for the free DAPI (at 300 K). Subtracting the values shows that the
major component of the (absolute) entropy of binding is unfavorable
and comes from the loss of rotational (10.4 kcal/mol) and translational
(12.8 kcal/mol) degrees of freedom and is only slightly offset by a
favorable vibrational entropic difference (-1.5 kcal/mol). The estimates
of rotational and translational entropy losses in the 20-30 kcal/mol
range (or 23.2 kcal/mol) as estimated here80,81based on ideal gas values
and standard formulas (rigid rotor harmonic oscillator approximation)
have been seriously questioned. Various other experimental and
theoretical groups estimate the loss due to rotation and translation to
be much smaller and in the 3-10 kcal/mol range.82-87 If estimates of
the rotational and translational entropy loss in the 3-10 kcal/mol range
are used instead, the agreement with absolute free energies of DAPI
binding as compared to experiment is much better.

(75) Sharp, K. A.; Honig, B.Annu. ReV. Biophys. Biophys. Chem.1990, 19,
301-332.

(76) Sitkoff, D.; Sharp, K. A.; Honig, B.J. Phys. Chem.1994, 98, 1978-1988.
(77) Gilson, M. K.; Sharp, K. A.; Honig, B. H.J. Comput. Chem.1987, 9,

327-335.
(78) Sanner, M. F.; Olson, A. J.; Spehner, J.-C.Biopolymers1996, 38, 305-

320.

(79) McQuarrie, D. A.Statistical Mechanics; Harper and Row: New York, 1976.
(80) Tidor, B.; Karplus, M.J. Mol. Biol. 1994, 238, 405-414.
(81) Schwarzl, S. M.; Tschopp, T. B.; Smith, J. C.; Fischer, S.J. Comput. Chem.

2002, 23, 1143-1149.
(82) Page, M. I.; Jencks, W. P.Proc. Natl. Acad. Sci. U.S.A.1971, 68, 1678-

1683.
(83) Gilson, M. K.; Given, J. A.; Bush, B. L.; McCammon, J. A.Biophys. J.

1997, 72, 1047-1069.
(84) Hermans, J.; Wang, L.J. Am. Chem. Soc.1997, 119, 2707-2714.
(85) Luo, R.; Gilson, M. K.J. Am. Chem. Soc.2000, 122, 2934-2937.
(86) Yu, Y. B.; Privalov, P. L.; Hodges, R. S.Biophys. J.2001, 81, 1632-

1642.
(87) Lazaridis, T.; Masunov, A.; Gandolfo, F.Proteins2002, 47, 194-208.
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Results

We will first comment in detail about the structural data
observed in simulations of the two binding sites characterized
by X-ray data, G-AATT -C and A-ATTG -G, and we will follow
this by a discussion of several alternate binding sites. After this,
a detailed discussion of the relative binding affinities is
presented. In general, the structures seemed to equilibrate (based
on root-mean-squared deviations) about an equilibria geometry
within the first nanosecond of simulation (Figure 2).

Molecular Dynamics of DAPI Complexed with the AATT
Region of d(CGCGAATTCGCG)2. A 5.8 ns MD simulation
was performed on the basis of the 2.4 Å crystal structure of
DAPI bound to d(CGCGAATT CGCG)2 (NDB file GDL008)11

and is denoted as D_AATT (Figure 2, right). As observed in
the crystal structure (Figure 3) and reproduced in the simulation,
the central N1 (H1) DAPI group interacts with O2 (T19) and
O2 (T7), the indole amidinium group forms a bifurcated H-bond
to N3 (A6) and O2 (T20), and the phenyl-amidinium N4
nitrogen is bound to O4′ (A18).

The structure of the DNA is stable, and the DAPI remains
tightly bound into the minor groove in a single binding
conformation. The root-mean-squared deviation for the DNA
duplex (neglecting the DAPI) from the starting structure is less
than 2.6 Å over the entire trajectory, and the RMSD of the

average structure (from 1 to 5.8 ns) to the crystal structure
(neglecting the bound DAPI) is 2.3 Å. The DAPI dihedral angles
for rotation around the C6-C10, C2-C12, and C15-C11 bonds
are nonplanar (contrary to the constrained planar geometry of
the refined crystal structure) and oscillate around 33°, 10°, and
40°, respectively, being close to the optimal geometry of isolated
DAPI. Hydrogen bonds between N1 (DAPI) and the O2 groups
(T19 and T7) remained conserved (3.0 and 3.2 Å, respectively).
The amidinium nitrogens formed H-bonds with O2 groups of
T20 and T8 (2.9 Å) and also remained in contact (3.2 Å) with
sugar O4′ atoms of adjacent cytosines C21 and C9. An analysis
of the water density around the DNA reveals several highly
occupied hydration sites (see Figure 4). Three hydration sites
are observed in a minor groove pocket near the phenyl end of
the DAPI molecule. Two of these sites are almost in the plane
of the T8-A17 base pair with the third site above this plane
interacting with the two other hydration sites and also the O2/
N2 atoms of residues C9/G16, respectively. For the hydration
sites in the T8-A17 base pair plane, one of the hydration sites
is fairly broad, is located between the two DAPI amines, and
interacts with the O4′ atom of residue C9. This hydration site
bridges to the N3 atom and base of residue A17 via the second
hydration site. In addition to this hydration deep in the groove,
there is also a hydration site located on top of the DAPI phenyl
ring that represents a three-way bridge between the N5 amine
atom of DAPI and the phosphate O1P atoms of residues T19
and T20. At the indol end of DAPI, two hydration sites were
in the A5-T20 base pair plane. One of these interacts with the
N3 atom of the adenine (A5) and bridges to the interior DAPI
amine (N3). These sites are almost 100% occupied by water
molecules with residence times of individual water molecules
around 0.3 ns. At the indol end, a specific hydration site is found
outside the DAPI molecule above the indol that interacts with
the outside DAPI amine (N2) bridging the DAPI to the
backbone. Water density maps show other hydration sites
exhibiting almost 7 times higher than bulk water density near
N3 guanine atoms and O2 cytosine atoms, respectively; these
hydration sites bridge back to the DAPI via the specific
hydration sites of the DAPI terminal amines. This double spine
of hydration, in the wider minor groove of the d(CGCG) region,
is consistent with the crystal structure. There are several
additional and more diffuse hydration sites that may further
stabilize the close contacts of DAPI with the sugar-phosphate
backbone. These less localized water molecules likely cor-
respond to the second hydration shell.

Molecular Dynamics of DAPI Complexed with the ATTG
Region of the d(CCAATTGG)2GG. We have also investigated
the binding of DAPI to theATTG of d(GGCCAATTG G) based
on the 1.9 Å resolution crystal structure of the d(GGCCAAT-

Figure 2. All-atom root-mean-squared deviation to the starting structure of the M_ATTG, omitting the overhangingGG residues (left), and D_AATT
(right) DNA-DAPI complexes.

Figure 3. DAPI binding to the AATT region of d(CGCGAATT CGCG)2.
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TGG)-DAPI complex (NDB code DD0002, Figure 5).12 The
DAPI molecule in this crystal is nonplanar with C7-C6-C10-
N3, C17-C12-C2-N1, and C16-C15-C11-N4 intersegment
dihedral angles of 21°, 16°, and 15°, respectively. The N1-
(H1) (DAPI) group interacts with N3 (A14) and O2 (T6) (bond
lengths of 3.1 and 3.2 Å), and the N3 amidinium group attached
to the indole ring of DAPI interacts with O2 (T15) and O2 (T5)
(with heteroatom distances of 3.2 and 2.8 Å, respectively). The
amidinium nitrogen N4 at the phenyl ring of DAPI forms a
strong H-bond with N3 of guanine G7 (3.0 Å) with a 3.0 Å
contact between the N4 (DAPI) and N2 amino group nitrogen
of G7. The starting geometry was taken directly from the crystal
structure. However, the two 5′-end overhanging guanine residues
that are not adjacent to the binding site were omitted. On the
other strand, however, because the two 5′ overhanging guanines
are proximal to the binding site and could influence binding,
these residues were included in the simulations. Thus, the simu-
lations were actually done for the DNA duplex sequence
d(CCAATTG G)‚d(GGCCAAT TGG) (the overhang residues
are denoted in italic). We abbreviate this molecule as
d(CCAATTG G)2GG.Throughout the entire 7.5 ns simulation,
the DAPI molecule remains bound in the ATTG binding region.

The all-atom root-mean-squared-deviation (RMSD) of the
duplex (without overhanging residues G9 and G10 and neglect-
ing the DAPI) with respect to the crystal structure oscillates at
a value around 2 Å.

As discussed in greater detail in the Supporting Information,
an additional set of simulations were performed with various
DAPI force fields to probe the sensitivity of the DAPI force
field. In all of these, qualitatively similar behavior is seen in
stable simulation of DAPI-DNA binding. Modest differences
relate to the sampling of substates and DAPI conformation.

Substates of DAPI Binding in the ATTG Region of the
Minor Groove. Contrary to what was observed in the AATT
site, the DAPI molecule oscillates within three distinct binding
substates in the ATTG binding pocket, designated as S1, S2,
and S3 (Table 2). These conformational substates are character-
ized by rapid conformational switches in the phenyl-amidinium
segment bound to the GC base pair, specifically of the C16-
C15-C11-N4 dihedral angle (abbreviated as T3). The T3 angle
adopted a value of∼40° in states S1 and S2, while it switches
to -40° in state S3 (Figure 6). The N4 (DAPI)-N3 (G7)
distance was∼3 Å in state S1 and 5 Å in states S2 and S3.

None of these computed binding modes is identical to the
local geometry reported in the crystal structure. First, the
dihedral angle T3 in the substates S1 and S2 has a substantially
larger value than is observed in the crystal structure where its
value is essentially identical to that of the optimal isolated DAPI.
Further, in substate S2, H-bonding toward N3 (G7) is abolished,
whereas substate S3 shows the angle T3 to be completely
inverted to -40°. However, when considering the average
structure from 2 to 7 ns, the central angle T2 at 24.8° is
consistent with experiment, and the observed differences in the
diamidino groups relate largely to small differences in the
relative planarity (at 32.1° and-15.7° for the T1 and T3 angles).
Another apparent difference is the lack of close contacts between
the guanine amino group and the N4 amidinium nitrogen of
DAPI (Table 2). This is true even in the 2-7 ns average
structure, where although the N4 (DAPI) is within 3.1 Å of the
N3 (G7), it is 4.6 Å from the N2. Among the three substates,
S1 is closest to the crystal structure.

The indol-amidinium fragment of DAPI interacts with the
upper ATT part of the binding domain throughout the whole
simulation in essentially the same manner as in the crystal. Both

Figure 4. Two views of hydration in the d(CGCGAATTCGCG)2 DAPI-DNA complex. Average water densities at∼3 times bulk solvation (in yellow),
accumulated around the best fit structures to the shown average structure. The phenyl end is shown on the left, and the indole end is shown on the right. In
the phenyl end picture, the bridging O2 and O4′ from C9 are red, and the N3 (A17) is shown in blue. Right, the O2 (C21) is shown in red, and the N3 (A5)
is shown in blue. The DAPI molecule is shown in cyan with the nitrogens in blue.

Figure 5. DAPI binding to the ATTG region of dGGCCAATTG G.
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bifurcated hydrogen bonds between the drug and the duplex
are well conserved. The averaged N1 (DAPI)-N3 (A14), N1
(DAPI)-O2 (T6), and N3 (DAPI)-O2 (T5) H-bond distances
amount to 3.2 Å, while the N3 (DAPI)-O2 (T15) contact is
2.8 Å.

Hydration and Ion Interaction at the Phenyl-amidinium
Binding Site. The M_ATTG simulation revealed five significant
ordered hydration sites in the region of the DAPI (phenyl
amidinium end)sDNA binding site referenced as H1-H5 in
the following text (Table 3 and Figure 7).

Hydration sites H1-H3 do not appear to depend on the DAPI
geometry, while sites H4 and H5 are substate specific. Hydration
site H1 is present near O2 (C12) through the entire simulation.
Hydration site H2 is formed by N3 (A13) and O4′ (A14) in
substates S1 and S2 and involves an additional N4 (DAPI)
interaction during DAPI substate S3. This site was vacant in
the initial interval of 0-2.1 ns (during S1 binding). When sites
H1 and H2 are occupied, another water molecule forms
hydration site H3 interconnecting sites H1 and H2. Hydration
site H4 was observed only during the S1 substate of DAPI and
manifests as a water bridge between N2 (G7) and N4 (DAPI),
likely stabilizing the rather close 3.4 Å contact between them.
If the site H2 near N3 (A13) is occupied by a water molecule,
the H4 hydrating water molecule is slightly shifted to O4′ (G8).
Hydration site H5 occurs only for the S2 substate and involves
interactions with N3 (G7), O4′ (G8), and N4 (DAPI).

All hydration sites except H2 show residence times of
individual water molecules in the usual range of 0.1-0.3
ns,66,88-90 with a few longer residency times near 0.5 ns. Distinct
behavior was observed for the H2 hydration site near N3 (A13).
Because of poor accessibility, this site was vacant during the
initial 2.1 ns of simulation. At 2.1 ns into the simulation, this
site became hydrated and remained occupied for the rest of the
simulation despite sampling all of the distinct binding substates.
During substates S1 and S3, this site was nearly fully occupied
by only two distinct long-residing water molecules (2.1-3.4
ns, S3, and 4.6-7.4 ns, S3+ S1). These long-residing and
presumably tightly bound water molecules show considerably
attenuated fluctuations as compared to other sites of specific
hydration. Occupancy of the H2 during S2 substate is only
around 50% with short residency times. Whereas transitions
between substates are usually accompanied with exchange of
water in the hydration sites, the S3 to S1 substate transition
observed at 6.4 ns did not cause any water switch in H2. During
sampling of the S2 substate, slightly different behavior of the
water was observed as the main hydration site was formed at
H5 and involved N3 (G7) and N4 (DAPI) instead of H2. During
the water exchange in the H5 site, whenever a new water
molecule enters this site, the water formerly residing there moves
to the H2 site. Hydration sites H1 and H2 can be clearly
identified as crystal water molecules W46 and W42. Hydration
sites H3 and H4 appear to correspond to crystal water positions
W43 and W76, although here the overlap is not perfect. Site
H5 could not be related to any crystal water molecule. The
additional simulations confirmed the above hydration picture.

We have also analyzed hydration outside of the DAPI binding
sites and in the free duplexes. There is, in the free DNA

(88) Zhou, D.; Bryant, R. G.J. Biomol. NMR1996, 8, 77-86.
(89) Phan, A. T.; Leroy, J. L.; Gueron, M.J. Mol. Biol. 1999, 286, 505-519.
(90) Nagan, M. C.; Kerimo, S. S.; Musier-Forsyth, K.; Cramer, C. J.J. Am.

Chem. Soc.1999, 121, 7310-7317.

Table 2. Three Distinct Binding Patterns Observed during Simulation M_ATTGa

substate T1 T2 T3 N4 (D)‚‚‚N3 (G7) N4 (D)‚‚‚N2 (G7) occurrence (ns) population (%)

X-ray 21° 16° 15° 3.0 Å 3.0 Å
S1 30° 10-20° 40° 3.1 Å 3.4 Å 0-2.1, 6.4-7.4 41
S2 30° -10 to 10° 40° 5.5 Å 5.8 Å 3.4-3.7, 3.9-4.6 13
S3 30° 30° -40° 5.0 Å 4.6 Å 2.1-3.4, 3.7-3.9,

4.6-6.4, 7.4-7.5
46

a T1, T2, and T3 stand for dihedral angles C7-C6-C10-N3, C17-C12-C2-N1, and C16-C15-C11-N4, respectively.

Figure 6. Time dependence of the C16-C15-C11-N4 dihedral of DAPI in
the M_ATTG simulation.

Table 3. Main Hydration Sites Observed during Simulation
M_ATTG in the T6G7 DNA-DAPI Binding Region

site location substates occupancy
residence
times (ns)

H1 O2 (C12) S1, S2, S3 75-100% 0.1-0.5
H2 N3 (A13), O4′ (A14),

N4 (DAPI)a
S3,a (S1)b ∼100% >1.0

H2 N3 (A13) and O4′ (A14) S2 50% 0.1-0.3
H3 connects sites H1 and H2 S1, S2, S3 50-100% 0.1-0.3
H4 N2 (G7) and N4 (DAPI) S1 ∼100% 0.1-0.4
H5 N3 (G7), N4 (DAPI),

O4′ (G8)
S2 ∼100% 0.2-0.4

a The N4 (DAPI) interaction is only observed in the S3 substate.b Only
during period 6.4-7.4 ns (cf. Table 2).

Figure 7. Schematic of the various hydration sites in the phenyl-amidinium
DAPI region (simulation M_ATTG, substate S2).
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duplexes, formation of a single spine of hydration in the central
AATT region that extends to a double spine in adjacent terminal
regions. We have been able to identify several hydration sites
outside of the binding site that are also seen in the 1.9 Å
resolution crystal structure; however, none of them shows
extended water residency times. Binding of the DAPI dication
inhibits Na+ interaction with the minor groove. In the absence
of DAPI, we have noticed modest interactions of cations with
ApT steps in the minor groove and with guanines in the major
groove. All of these results are consistent with the literature
data.34,91We have found only minor effects of the drug binding
on the DNA geometry with a tendency to stabilize the canonical
B-like conformation (consistent with experiment28). For space
reasons, further details are not presented.

The Effect of Shifting the DAPI Binding Mode by One
Base Pair Step or Altering the Sequence Outside of the
Canonical AATT Binding Mode. (a) Shifting from the ATTG
to the AATT Region in d(CCAATTGG) 2GG. To highlight
the principles underlying DAPI binding, we have carried out a
5 ns simulation of the d(CCAATTGG)2GG-DAPI complex
with the DAPI molecule docked one base pair step up into the
AATT binding site (simulation M_AATT). This leads to a
binding similar to that seen in the dodecamer sequence, except
that the GC base pairs immediately adjacent to theAATT region
are reversed. During the time periods from 0 to 1.4 ns and from
3.2 to 3.8 ns, DAPI adopted a binding mode very similar to
that observed when it interacts with theAATT region of the
dodecamer with a persistent N4 (DAPI)-O2 (T6) hydrogen
bond. During the time period from 1.4 to 3.2 ns and from 3.8
to 5.0 ns, the complex adopts a second substate where the N4
(DAPI)-O2 (T6) distance increased to 5 Å and oscillations of
the C16-C15-C11-N4 DAPI dihedral angle between values
+40° and -40° on a time scale of 20-50 ps were observed.
The N4 (DAPI)-N3 (A14) distance is 4.5-5 Å for both
substates. In the second substate, an unusual hydration site
involving the N4 (DAPI), O2 (T6), and N3 (A14) atoms
develops with water residency times in the range 0.5-1.5 ns.
When the C16-C15-C11-N4 angle adopts a value around 40°,
a water bridge is formed between N4 (DAPI) and O2 (T6).
When the angle is around-40°, this water bridge shifts to link
N4 (DAPI) and N3 (A14). Nevertheless, for a significant fraction
of the time, the long-residing water molecule can be considered
as connecting N4 (DAPI) with both N3 (A14) and O2 (T6).
Despite oscillations of the C15-C11 torsion which are cor-
related withlocal movement of water between N3 and O2 sites
on the DNA, the water molecules remain firmly bound to N4
(DAPI).

(b) Replacing AATTG by AATTC in d(CCAATTCG) GG.
To investigate the influence of orientation of the GC pair
adjacent to theAATT region, we have carried out a 5 ns
simulation with DAPI bound to theAATT sequence but with
a reversed GC base pair. This binding site is identical to the
dodecamer complex in the wholeAATT CG region. In the time
periods of 0-0.2, 1.7-3.0, 3.8-4.3, and 4.5-5.0 ns, the binding
geometry is very similar to that observed for the dodecamer
complex with identical main hydration sites. During the
remainder of the simulation, fast oscillations of the C16-C15-
C11-N4 dihedral angle between values+40° and -40° were
observed. Thus, the overall behavior of DAPI is more similar

to that observed in the d(CCAATT GG)2GG simulation than to
that in the (CGCGAATT CGCG)2 simulation. As before, water
molecules were found in the O2 (T6), N3 (A14), and N4 (DAPI)
pockets with residency times in the range of 0.2-1.5 ns.

(c) Investigating Changed Sequence and Shifting with
ATTC Binding in d(CGCGAATTCGCG) 2 and d(CCAAT-
TCG)GG. To complete our investigation, we have carried out
two 5 ns simulations of DAPI bound to theATTC binding site.
In the d(CGCGAATTC GCG)2 simulation, the DAPI molecule
was manually shifted one base pair down. In the case of the
octamer complex, DAPI remained in the initial position, and
the GC pair was reversed. The DAPI molecule remained bound
in both simulations to theATTC region with 2.9 Å hydrogen
bonds between amidinium nitrogens and O2 atoms of T19 (T15
for octamer) and C9 (C7 for octamer), respectively. The DAPI
adopts a single geometry with dihedral angles similar to those
of the S1 substate described above. Average values of dihedrals
C7-C6-C10-N3, C17-C12-C2-N1, and C16-C15-C11-N4 for
the dodecamer (octamer) simulations are 32° (30°), 11° (16°),
and 38° (36°), respectively. There is a major hydration site
between N4 (DAPI) and N2 (G16) (G12 for the octamer) with
residence times around 0.1-0.5 ns. During one-half of the MD
simulation of the octamer complex, we see a more structured
N3 (A13), N4 (DAPI), and N2 (G12) hydration pocket with
waters that have residence times up to 1 ns. In the dodecamer
simulation, no water molecule was found near the corresponding
atom N3 (A17).

Thermodynamic Analysis

As a complement to the structural data discussed above,
estimates of the relative free energy of binding of DAPI to the
minor groove of DNA in the various binding modes have been
performed. For space reasons, we outline below only the main
points of our analysis and present additional details in the
Supporting Information.

Thermodynamic Analysis of DAPI Binding to AATT
versus ATTG in the d(CCAATTGG) 2GG from Single
Trajectories. Table 4 compares estimated free energies of the
DNA-DAPI complex, free DNA, and free DAPI from MD
trajectories of the DNA-DAPI complex for both the observed
ATTG and the hypotheticalAATT binding sites in the decamer
crystal structure.

The calculations are based on single trajectories of the
complexes and (except in the last column of Table 4) do not
include the entropic effects of the solute. The absolute values
of binding free energies without the solute entropy term are in
the range around-20 kcal/mol. Estimates of the solute entropy
at 300 K (see Methods section) lead to a contribution of+21.6
and+23.1 kcal/mol for theATTG andAATT binding modes,(91) Cheatham, T. E., III; Young, M. A.Biopolymers2001, 56, 232-256.

Table 4. Single Trajectory Free Energy Estimates for DAPI
Interaction with d(CCAATTGG)2GGa

trajectory DNA + DAPI DNA DAPI ∆G ∆∆G ∆∆G*

M_ATTG -3860.3 -3689.6 -150.4 -20.3 +2.3 +0.8
M_AATT -3864.9 -3691.4 -150.8 -22.6

a All of the energies (kcal/mol) were estimated from a single trajectory
calculating each component (DNA+ DAPI, free DNA, and free DAPI)
separately. Solute entropic effects are omitted except from the very last
column.∆G represents the difference in energy between the complex and
free subsystems,GDNA+DAPI - (GDNA + GDAPI). The∆∆G values are the
differences between the∆GAATT - ∆GATTG; positive values favor the AATT
binding mode.
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respectively, favoringATTG by 1.5 kcal/mol. Adding together
the∆G values in column 5 of Table 4 with the solute entropic
contribution listed above leads to an overall free energy of DAPI
binding of∼0 kcal/mol (not shown). This significantly under-
estimates the experimental free energies of binding which are
around-9 to-12 kcal/mol for DAPI92 and other minor groove
binders.93-96 Better results (data not shown) are obtained when
entropic estimates are obtained directly from the MD covariance
matrix or, as discussed in the Methods section, when alternative
estimates of the rotational and translational entropy losses on
DAPI binding are considered.83-87 At present, given the
uncertainties in the entropic estimates and balance of the
continuum model, we are not able to reproduceabsoluteDAPI
binding energies to a DNA duplex. However, we believe that
the relatiVe binding free energies are meaningful, as has been
shown in related work.41,42These results suggest that theAATT
site is weakly favored (contrary to what is observed in the
crystal).

Thermodynamic Analysis of DAPI Binding to AATT
versus ATTG in the d(CCAATTGG) 2GG from Multiple
Trajectories. The above free energy estimates were based on
the analysis of single trajectories; that is, the configurations of
the “free DNA” were taken from the simulation of the complex
simply by removing the DAPI. In principle, more reliable free
energies can be obtained using separate trajectories for the
complex and each subsystem (Table 5).

For this to be reliable, equivalent sampling should be achieved
in all of the simulations independent of binding-related structural
effects. Unfortunately, this appears not to be the case even in
these relatively long (∼2.5-7.5 ns) simulations, where the DNA
structure may be relaxing to a different extent (as represented
by BI/BII and (R,γ) backbone transitions, sugar repuckering, and
other motions) in the DNA-drug and DNA-free simulations. As
shown in Tables S5 and S6 in the Supporting Information, the
free energies of the DNA part of the complexes in various
simulations span a range from-3689.6 to-3697.5 kcal/mol.
This lack of equilibration or incomplete sampling is hidden in
the single trajectory approach due to fortuitous cancellation.
When analyzing theseparatetrajectories in longer simulations
(Tables 5 and S6), the isolated DNA trajectory does not cancel
the variances of the DNA in the complex. This leads to a
considerably larger variability of the calculated free energy
estimates. Considering these results, we suggest that in the limit

of incomplete sampling, it may be better to use the results from
single trajectories rather than separate trajectories.

Including Bound Water. Obviously drug binding is strongly
influenced by specific interaction with highly structured water
molecules. This specifically bound water is typically neglected
by continuum solvent treatments. To see if more consistent
results would be obtained, we performed the free energy analysis
including some explicit water while treating the rest of the
solvent with the continuum model.

To allow for complete solvation of the DAPI in the minor
groove, 20 waters (representing more than the first solvation
shell beyond the bound DAPI) were chosen on the basis of
geometric criteria in each snapshot. This bound water was
considered for both the DNA-DAPI complex and the DNA
subsystem to allow for proper cancellation, while no explicit
water was included when evaluating the separate free energy
term of DAPI. Including the bound water does not change the
results dramatically, but it clearly leads to more consistency of
the simulations; specifically, the differences between the various
simulations are reduced (see Supporting Information, Table S7).
Further, there is a marked free energy shift in favor of the ATTG
binding site. If the calculated solute entropy correction (see
above) is included, we now get a consistent free energy favoring
the experimentally observedATTG binding (Tables 6 and S7).

Thermodynamics of AATT versus ATTC Binding. We
have also compared the binding free energies in the observed
dodecamer binding siteAATT to those of its hypothetical
shifted site,ATTC . Standard single-trajectory thermodynamic
analysis gives absolute binding free energies (omitting solute
entropy) that are nearly isoenergetic for the d(CGCGAAT-
TCGCG)2 sequence (D_AATT) -26.1 kcal/mol and D_ATTC
) -26.3 kcal/mol). When the 20 closest waters to the DAPI
are included, the D_AATT is favored by 0.8 kcal/mol and
further stabilized by∼0.9 kcal/mol due to solute entropic effects,
leading to a preference for theobserVedAATT binding site by
∼1.7 kcal/mol. When we analyze the d(CCAATTCG)2GG
sequence, without bound water and omitting the solute entropic
effects, theATTC site is favored (ATTC ≈ -25.3 andAATT
≈ -23.3 kcal/mol). However, when the 20 closest water
molecules to DAPI are explicitly included, theexpectedAATT
binding site becomes favored by∼1.5 kcal/mol.

Discussion

We have carried out an extended set of explicit solvent MD
simulations of DNA-DAPI complexes, to complement the
existing experimental data and to highlight advantages and
limitations of MD simulations in studies of minor groove
binding.
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(94) Mazur, S.; Tanious, F. A.; Ding, D.; Kumar, A.; Boykin, D. W.; Simpson,

I. J.; Neidle, S.; Wilson, W. D.J. Mol. Biol. 2000, 300, 321-337.
(95) Haq, I.; Ladbury, J. E.; Chowdhry, B. Z.; Jenkins, T. C.; Chaires, J. B.J.

Mol. Biol. 1997, 271, 244-257.
(96) Haq, I.; Jenkins, T. C.; Chowdhry, B. Z.; Ren, J.; Chaires, J. B.Methods

Enzymol.2000, 323, 373-405.

Table 5. Separate Trajectory Free Energy Estimates for DAPI
Interaction with d(CCAATTGG)2GGa

trajectory DNA + DAPI DNA DAPI ∆G ∆∆G ∆∆G*

M_ATTG -3860.3 -3691.7 -149.7 -18.9 +4.6 +3.1
M_AATT -3864.9 -3691.7 -149.7 -23.5

aThe energies were estimated from trajectories of the DNA-DAPI
complex as compared to a simulation of free DNA and free DAPI in
solution, without solute entropic effects (except for the last column). The
∆G value represents the free energy difference between the complex and
subsystems,GDNA+DAPI - (GDNA + GDAPI). The ∆∆G values are the
difference between the∆GAATT - ∆GATTG; positive values favor the AATT
binding mode. See the Supporting Information for further details.

Table 6. Thermodynamic Analysis of the d(CCAATTGG)2GG
Structure with DAPI Bound, Including the 20 Closest Waters to the
Drug (kcal/mol)a

trajectory Ecomplex EDNA+20w DAPI ∆G ∆∆G ∆∆G*

M_ATTG -4085.0 -3915.6 -149.7 -19.7 -0.9 -2.4
M_AATT -4086.4 -3917.9 -149.7 -18.8

a The ∆G values represent the difference between the DNA-DAPI
complex (with 20 closest waters) and the sum of the free DNA (with 20
closest waters) and free DAPI based on a single trajectory. Solute entropy
is not included, except for in the last column. The∆∆G results represent
the difference in binding free energies between ATTG and AATT binding
of DAPI, with positive values favoring the AATT site.
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Structural Agreement with X-ray Structures. The binding
of DAPI in the MD simulations is fully consistent with the
available X-ray data for theAATT region. While the refinement
of the lower resolution crystal structure imposed DAPI planarity
constraints due to medium resolution of the data, the simulations
reveal that DAPI is nonplanar. In theATTG site, the overall
binding is again stable, with the indol-amidinium DAPI fragment
binding closely resembling the crystal. However, the 3.04 Å
N4 (DAPI)-N2 (G) contact formed in the crystal by the phenyl-
amidinium fragment of DAPI is absent throughout the entire
simulation. For a part of the simulation, even the N3 (G)-N4
(DAPI) interaction observed in the crystal is broken and replaced
by a water bridge. The simulations show three binding confor-
mational substates of the DAPI, one of them with reversal of
the C16-C15-C11-N4 DAPI angle. One of the sources of the
discrepancy is the force field approximation neglecting the
partial sp3 hybridization of the guanine amino group, leading
to exaggeration of the guanine amino group-DAPI repul-
sion.12,97 However, as shown, although the different DAPI
substates differ from the crystal geometry, the structure averaged
over all substates becomes reasonable close.

DAPI Parametrization. A simple force field prepared (as
is common in the literature) by analogy with available Cornell
et al. force field parameters leads to an entirely planar DAPI
molecule in disagreement with the 1.9 Å X-ray structure and
ab initio calculations. To overcome this, a considerably more
realistic DAPI force field was obtained by fitting to ab initio
data. This provides a DAPI force field that is in excellent
agreement with the target ab initio structures and torsional
energy profiles (see Supporting Information). In simulations with
this force field, the DAPI retains essentially the same values of
its three intersegment dihedral angles as are observed in the
optimal gas phase structure of DAPI, even in simulations of
free DAPI in water. Thus, the geometry of DAPI shows little
response to the polar solvent. As compared to the crystal
structure, the DAPI nonplanarity actually appears to be some-
what exaggerated. To probe this, we have carried out simulations
with a scaled force field for DAPI that reduces its intrinsic
nonplanarity. The DAPI structure is again unaffected by the
environment but is closer to the X-ray data (see Supporting
Information). It should be noted, nevertheless, that a Cambridge
Database search revealed substantial variability of the C-C-
C-N dihedral angles of DAPI and related molecules.12 This is
one of the reasons why we do not provide any final judgment
justifying such DAPI force field scaling. Work is in progress
to test several additional adjustments of the DAPI force field
and modifications of the DNA force field to better mimic the
partial sp3 pyramidalization of the guanine amino group.

Occurrence of Distinct Substates in the Simulations.The
simulations reveal the simultaneous population of several distinct
local binding patterns (substates), with interconversion on a
nanosecond time scale and conformational changes correlated
with specific changes in hydration. Although the balance of
substates actually seen in our simulations is likely to be affected
by the force field and sampling limitations, we believe that inter-
converting substates may occur with many minor groove
binders.

Occurrence of Integral Hydration Sites. The simulations
reveal integral hydration sites with close to 100% occupancies
that are involved in the stabilization of the drug binding via

formation of water bridges between the DNA and DAPI. Some
hydration sites exhibit water residency times above 1 ns; this
is significantly longer than residence times typically observed
in MD simulations (in the 0.05-0.3 ns range). Very long
nanosecond-scale residency hydration sites stabilizing local
conformational variations have also been reported recently in
simulations of a DNA zipper duplex,66 a RNA pseudoknot,98

and other systems.90,99,100

Thermodynamics Analysis of the Different Binding Sites.
We have applied the MM_PBSA technique,41,42an approximate
method similar to others in the literature43-46, to estimate binding
free energies. As presently parametrized, especially given the
poor estimates of rotational and translational entropy loss in
binding, these methods do not accurately predict the absolute
drug binding free energies. Nevertheless, the technique provides
useful insight into the relative binding energies. Because of
sampling limitations, the less rigorous single trajectory approach
is more stable and should be preferred over the separate
trajectory analysis within the present simulation time scale. A
promising way to increase the accuracy of the MM_PBSA
approach is an inclusion of a limited number ofexplicit water
molecules. This extension of the method clearly favored the
observed binding sites for both crystal structures and improved
stability of the calculated numbers. The explicit inclusion of
water molecules around the binding site does not bring any
subjectivity into the analysis. The water molecules are included
in an entirely automated way based on geometric criteria. It is
a logical extension of the MM_PBSA method to account for
the effects of specific structured hydration that, as clearly shown,
are significant and specific for each local geometry and substate.

The MM_PBSA calculations allowed us to better understand
the recent crystallographic observation of a tight binding of
DAPI to the ATTG sequence, shifted off of the presumably
more favorableAATT binding region that is still present in
this sequence. These two binding sites are almost isoenergetic
with a preference for theobserVed site when bound water
molecules are considered. TheATTG binding pattern would
likely further profit from a proper inclusion of the guanine amino
group flexibility into the force field. Notably, the calculations
favor the observedAATT binding site over the shifted one in
the dodecamer sequence, again in full agreement with the crystal
data. We are aware that footprinting experiments and other
solution data clearly support a preferential binding of DAPI to
AT-rich regions. Nevertheless, in the decamer investigated here,
DAPI binds to three AT pairs and to one CG (instead of four
AT pairs). As the DAPI is still primarily binding to an AT-rich
region, in our opinion, this is compatible with the solution data.
As noted in the footprinting study by Portugal and Waring,26

“DAPI appears to bind fairly specifically to a run of 3-4 AT
base pairs,” which is in clear agreement with our results for all
binding sites studied. Additionally, spectroscopic results suggest
a profound similarity in CD and absorption spectra when three
or more AT base pairs are present, consistent with the ATTG
binding mode observed in the crystal.23 It is to be noted that in
the 1.9 Å decamer crystal structure,12 there are no close contacts
between DAPI and the neighboring DNA molecules. The DAPI

(97) Hobza, P.; Sˇponer, J.Chem. ReV. 1911, 11, 3247-3276.
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(100) Guo, J. X.; Gmeiner, W. H.Biophys. J.2001, 81, 630-642.
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is deep in the minor groove of the AATTG region, which is
suspended between the triplet forming parts of the crystal
packing. This suggests that DAPI binding in the minor groove
is not markedly influenced by crystal packing. Our simulations
together with our preceding X-ray structure12 reveal that a single
guanine amino group at the end of a AT stretch does not prevent
DAPI binding in the minor groove, and our results fur-
ther support the preferential binding of DAPI to AT-rich regions.

Conclusions

State-of-the-art molecular dynamics simulation methods ac-
curately describe drug-DNA structure and hydration in the
minor groove. Application of methods to estimate approximate
free energies of binding, with inclusion of some explicit water
around the binding sites, provide useful insights into the binding
of DAPI to various sequences in the minor groove of DNA.
Although there are clear limitations in sampling, force fields,
and balance of the approximate models, we are excited by the
progress and look forward to calculations on a much wider series
of DNA minor groove binding drugs.
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